Multi-Radio Mobile Device: Evaluation of Hybrid Node Between WiFi and LTE Networks
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Abstract—With the ubiquitous wireless network coverage, Machine-Type Communications (MTC) is emerging to enable data transfers using devices / sensors without need for human interaction. In this paper we introduce a comprehensive simulation scenario for modeling and analysis heterogeneous MTC. We demonstrate the most expected scenario of MTC communication using the IEEE 802.11 standard for direct communication between sensors and for transmitting data between individual sensor and Machine-Type Communication Gateway (MTCG). The MTCG represents the hybrid node serving as a bridge between two heterogeneous networks (WiFi and LTE). Following the idea of hybrid node, two active interfaces must be implemented on this node together with mechanism for handling the incoming traffic (from WiFi network) to LTE network. As a simulation tool, the Network Simulator 3 (NS-3) with implemented LTE/EPC Network Simulator (LENA) framework was used. The major contribution of this paper therefore lies in the implementation of logic for interconnection of two heterogeneous networks in simulation environment NS-3.
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I. INTRODUCTION

Machine-Type Communication (MTC) represents the way how to enable the connectivity between several (from tens to hundreds) nodes (sensors or actuators) without or with minimal human interaction e.g. Internet of Things (IoT) or smart power grids [1]. Following the information given in [2], [3], the amount of mobile data traffic is predicted to increase by around six times in the period 2014-2019. The data traffic is distinguished into two main categories: Human-to-Human (H2H) and Machine-to-Machine (M2M) communication. In comparison with the traditional conception of data traffic represented by H2H (services as voice, web streaming etc.), M2M comes with different requirements on a communication system [4].
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where the M2M applications should have minimal impact on existing H2H services [5]. The key differences between both communication types are shown in Table I.

The key idea of the M2M communication network is to connect a server with millions of devices deployed worldwide (interacting with other sensors, different environments and people). With the rapid development of cellular networks, M2M communication via the Long Term Evolution (LTE) network is expected to play a significant role in M2M scenarios. Today, the cellular networks represent the common data access to public network (Internet); as a consequence they are under pressure trying to handle unprecedented data flows from the side of mobile devices. The dramatic increase of transmitted data via cellular networks is a burning question for telecommunication operators with the limited resources of radio spectrum [6]. The complex scenario of M2M architecture is shown in Fig. 1.

Fig. 1. LTE networks with M2M communications

The depicted architecture considers two different ways for managing connection of M2M devices to the core part of LTE network [8]:

- Cellular connectivity: connection through access network to core networks where each single device has its own Subscriber Identity Module (SIM) card for cellular connectivity.
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M2M networks: M2M devices may create M2M area networks using short range technologies represented by the standards IEEE 802.15.6, IEEE 802.15.4(e), or IEEE 802.11. These M2M area networks can be then connected to the core networks via M2M gateways [9], [10], [11].

As a possible way how to deal with the overloading of Random Access Network (RAN) of LTE network, the offloading techniques can be used; offloading mechanisms refer to using alternative network infrastructure for transmitting data originally targeted for cellular network when this network becomes overloaded [7]. Depending on delay (content delivery time) it is possible to divide offloading techniques into two categories: non-delayed offloading and delayed offloading [7].

In this paper we address the specific type of delayed offloading where the Machine Type Communication Gateway (MTCG) act as a hybrid node which interconnects two different networks (in case of this paper, WiFi and LTE network are considered as heterogeneous networks). The attention is also paid to the implementation of Quality of Service (QoS) for H2H and M2M communication where the high prioritized traffic is represented by the H2H communication (e.g. Voice over IP (VoIP)); QoS is implemented on MTCG node. Furthermore, QoS requirements of M2M services depend on the MTC service features: group-based communication, mobility, time-controlled/time-tolerant, amount of transmitted data, power consumption [12].

\[1\] Current visions from analytical claim that by 2019, 54 percent of total mobile data traffic will be offloaded over WiFi networks.

### II. LTE NETWORK AND M2M COMMUNICATION

The Current RAN for LTE network consists of eNodeB (eNB) that provides the user plane and control plane protocol stack for the User Equipment (UE). LTE represents the fully distributed radio access network architecture, where the eNB can be interconnected with other eNBs by the X2 interface. The eNBs are then connected to the core part of LTE network through the S1 interface, see Fig. 1. Each eNB includes layers below that implement the functionality of user plane, header compression and encryption [12]:

- PHY: Physical layer,
- MAC: Medium Access Control layer,
- RLC: Radio Link Control layer,
- PDCP: Packet Data Control Protocol layer.

<table>
<thead>
<tr>
<th>Traffic Direction</th>
<th>Machine-to-Machine (M2M)</th>
<th>Human-to-Human (H2H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uplink data; data received from sensors. For a specific type of the applications, the symmetric uplink and downlink is needed to fulfill the requirements for the dynamic interaction.</td>
<td>Downlink data; although during last few years the amount of uploaded data is growing fast, in case of H2H, download still represents the main part of data traffic.</td>
<td></td>
</tr>
<tr>
<td>Size of data from sensors is in general very small (e.g. data size of Wireless M-BUS data unit is usually max. 50B).</td>
<td>Using multimedia and realtime applications, the size of data units is several times higher in comparison with the M2M.</td>
<td></td>
</tr>
<tr>
<td>For the dynamic interaction between sensors and actuators, delays should be very short.</td>
<td>In case of H2H communication, longer access delays are usually tolerated.</td>
<td></td>
</tr>
<tr>
<td>The range of transmitting period can be from units of seconds (e.g. alarm systems) up to tens of minutes (e.g. energy meters).</td>
<td>Nature of human based traffic is mostly random and bursty. Therefore, the often sending of control information is required (to ensure QoS).</td>
<td></td>
</tr>
<tr>
<td>For the main group of sensors, mobility does not represent a big issue (sensors are mostly located at the stable position).</td>
<td>For humans, mobility management represents a key requirement for ensuring seamless connectivity and roaming.</td>
<td></td>
</tr>
<tr>
<td>Some of the M2M sensors can transmit critical data (e.g. status of alarm system). Following this fact, M2M data requires high priority.</td>
<td>There are no big differences between users. The differences could be found between the applications for individual users (with respect to QoS and QoE).</td>
<td></td>
</tr>
<tr>
<td>Hundreds or thousands of devices connected via one access point to the network.</td>
<td>Typically tens of devices which are connected via access point to the network.</td>
<td></td>
</tr>
<tr>
<td>Using specific energy profiles, devices are able to operate for years of decades without human maintenance.</td>
<td>In case of devices used by humans, it is common to recharge batteries in a daily manner (smartphones, laptops).</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I**

Differences between H2H and M2M communication [8]
Following the fact that the current 3G cellular networks are designed only for H2H communications, the introduction of M2M communications introduce the new requirements on LTE networks; the network architecture needs to be improved to fulfill M2M services without sacrificing the current H2H applications.

In this section, the attention will be given to a description of types of M2M communication (especially a description of connection of the MTCD and MTCG nodes to LTE network will be described).

**A. Machine Type Communication**

To enable M2M communication in cellular networks (3G / 4G), the two new types of nodes Machine Type Communication Devices (MTCD) and Machine Type Communication Gateway (MTCG) were introduced. The MTCD represents the UE which is supposed to work as a sensor which communicates through the cellular network with the remote MTC node (e.g. database server) or (and) with other MTCDs in range. As was proven in [15], the high number of MTCDs connected at the same time to one eNB may cause overloading of this network entity. Therefore, the cellular network requires an MTCG node to facilitate communications among a great number of MTCDs. The MTCG will enable the intelligent way how to manage power consumption of MTCDs and provide an efficient path for communication between MTCDs without the need of connection to the LTE network. Three different M2M communication methods were introduced during last few years, see Fig. 2 [12]. These methods are described (in the text) below.

1) **Direct Transmission Between MTCD and eNB:** The first method is similar to the classic UE where the MTCD is able to establish the direct connection to the eNB; therefore similarities between eNB-to-UE and eNB-to-MTCD exist. On the other hand, the MTCDs are represented in a large amount of sensors / UEs; in certain time period, intensive competition for radio resources may occur. Therefore, the additional efforts have to be covered by the telecommunication operators to solve the problems, when the large number of MTCDs communicate with the eNB directly [12].

2) **Multihop Transmission using MTCG:** With respect to mitigate or eliminate negative effect of M2M communication on H2H communication in cellular network, the MTCG node can be deployed as a hybrid node, where all MTCDs are connected to the eNB indirectly using the MTCG node as a gateway. The eNB-to-MTCG connection is based on the 3GPP (Third Generation Partnership Project) LTE specifications. The MTCG-to-MTCDs and MTCD-to-MTCD communications can be established via 3GPP LTE specifications or via the non-3GPP communication technologies such as IEEE 802.11, IEEE 802.15.x [12], [16].

3) **P2P Transmission Between MTCDs:** An MTCD may communicate in local area with other MTCDs and with the eNB. Compared to other non-3GPP local connectivity solutions (IEEE 802.11, IEEE 802.15.x), direct communication between MTCDs is done by cellular network which can broadcast data within a much wider coverage area. For service discovery, the MTCDs do not have to scan all the time for the available access point (APs) as in the case of standard IEEE 802.11 [12], [16], [17].

### III. LENA Framework in NS-3

During the last years, several network simulation platforms have been developed as a tool available for networking research: OPNET Modeler [19], OMNET++ [18], NS-2 [13], NS-3 [13]. Based on the fact that this paper deals with the M2M communication in LTE network, the simulation environment NS-3 together with the LENA framework [21] were used. In our work, we used NS-3 in version 3.21 together with the LENA framework in version 8. Using the LENA inside NS-3 provides for us the way for design and performance evaluation of Heterogeneous Networks (HetNets). Fig. 3 shows the implementation of the end-to-end LTE-EPC data plane protocol stack of LENA framework. The biggest change in comparison with the standard implementation of data plane protocol stack of LTE is the merge of the Serving Gateway (SGW) and PDN Gateway (PGW) functionality within one single (SGW)/(PGW) node in NS-3. This change causes that there is no need to have S5 and S8 interfaces which are specified by 3GPP. The S1-U protocol stack and the LTE radio protocol stack specified by 3GPP, are also described in Fig. 3.

![Diagram of LENA framework in NS-3](image)

**Legend:**
- Data channel
- Control channel

**Fig. 2.** MTCD-related transmissions: a) Direct transmission, b) Multihop transmission, c) Peer-to-peer transmission
IV. MODEL OF M2M COMMUNICATION IN LTE NETWORK

As described in Section II, the created scenario includes the MTCD nodes together with the MTCG node which enables the interconnection between the local network and the public network (represented by the remote host which is accessible through the LTE network). The local side of the implemented scenario is represented by sensors / UEs using IEEE 802.11g, IEEE 802.11ah [23, 24] and Wireless M-BUS [22] which represent the most preferred technologies for M2M. The data is sent through the hybrid node (MTCD) to a remote host which is accessible via the LTE network. The overall structure of the created scenario is depicted in Fig. 3.

A. Parameters of Simulation Scenario

The key parameters of created simulation model are shown in Table II (a list of the parameters of created LTE network using the LENA framework).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell Layout</td>
<td>eNodeB, 1 sector</td>
</tr>
<tr>
<td>Duplex Format</td>
<td>LTE-FDD</td>
</tr>
<tr>
<td>Maximum transmit power</td>
<td>30 dBm</td>
</tr>
<tr>
<td>System Bandwidth</td>
<td>3 MHz (~ 15 PRBs)</td>
</tr>
<tr>
<td>Scheduler</td>
<td>PF DI Mac Scheduler</td>
</tr>
<tr>
<td>Path loss model</td>
<td>Friis Spectrum Propagation Loss Model</td>
</tr>
<tr>
<td>Direction</td>
<td>Downlink</td>
</tr>
<tr>
<td>eNB antenna model</td>
<td>Isotropic Antenna Model</td>
</tr>
<tr>
<td>Frequency Reuse Factor</td>
<td>1</td>
</tr>
</tbody>
</table>

B. IP Address Scheme

The address scheme for two groups of nodes is depicted in Fig. 4. For the WiFi nodes (IEEE 802.11g/ah) the address space 10.3.0.0 with prefix 24 was used. In case of Wireless M-BUS nodes, unique addressing scheme is implemented following the [25]. The address of each WM-BUS node is represented by the serial number of sensor.

C. Parameters of Data Traffic

Data traffic is generated independently by a group of UEs (H2H) and sensors (M2M). Data traffic from UEs (H2H) and sensors (M2M) represents the voice service defined as follows [26]: UDP transport protocol; packet size 160 B; Maximal Transfer Unit (MTU) 1500 B. Traffic from sensors was generated with these attributes: WM-BUS communication protocol (do not follow the TCP/IP reference model), packet size 50 B, transmission interval 30 seconds. Both groups of devices (UEs and sensors) generate traffic during the whole simulation; simulation time was set to 10 minutes.

V. IN-DEPTH RESULTS DISCUSSION

From the implementation point of view, the two active interfaces on one node in NS-3 represent a challenging task. This task is going to be more complex when one...
of the implemented interface does not follow the requirements given by TCP/IP reference model; this is an example of Wireless M-BUS, which was implemented from the scratch in NS-3 as a specific representative of M2M data traffic. Merging the data traffic (the part of static routing for WiFi nodes which have been configured with the static route to the MTCG node) is briefly described in a part of the source code below.

```cpp
Ipv4StaticRoutingHelper ipv4RoutingHelper;

for (uint32_t i = 0; i < wifiStaNodes.GetN(); ++i) {
    Ptr<Node> wifiNode = wifiStaNodes.Get(i);
    Ptr<Ipv4StaticRouting> wifiStaticRouting = ipv4RoutingHelper.GetObject<Ipv4>(wifiNode);
    wifiStaticRouting->SetDefaultRoute(WifiInterfaces.GetAddress(0), 1);
}

 Ptr<Node> MTCGNode = MTCG.Get(0);

 Ptr<Ipv4StaticRouting> ueStaticRouting = ipv4RoutingHelper.GetObject<Ipv4>(MTCGNode);
 ueStaticRouting->SetDefaultRoute(epcHelper->GetUeDefaultGatewayAddress(), 1);
```

The example of one data frame received from sensors using the Wireless M-BUS on MTCG is shown below.

```
DATA RECEIVED: 28442
B414452127002027Ab414452127002027Ab400000004FB2C0b00000001FD
49b02FDS90b00022B0b0004030b00000
------------------------------------------------
Base address: 0. Sender address: 72783391635506
AccReceived: 180
IncReceived: 12
MeterTypeReceived: 02
FrequencyReceived: 11
VoltageReceived: 11
CurrentReceived: 11
PowerReceived: 11
WorkReceived: 0
------------------------------------------------
Acc=169, inc=12
Data=28442
B414452127002027Ab500000004FB2C0b00000001FD
49b02FDS90c00022B0b0004030c00000
```

### A. Analysis of Data Traffic

To evaluate the correct behavior of created traffic from UEs and sensors, the trace files were created during the simulation in a compatible format for network protocol analyzer Wireshark [31]. As depicted in Fig. 3, the UDP is used as a transport protocol in local network. On the other hand, in LTE network the data is encapsulated via the GPRS Tunneling Protocol (GTP) [32] which is used over S1-U, X2, S4, S5 and S8 interfaces of the Evolved Packet System (EPS); note that the S5 and S8 interfaces are not implemented in LENA framework yet. GTP is an important IP/UDP based protocol used in Global System for Mobile Communications (GSM), Universal Mobile Telecommunication System (UMTS) and LTE core networks.

The correct handling with the data traffic is depicted for the UE(0) in Fig. 6 and Fig. 7.

![Fig. 6. Captured data traffic in local network; UDP protocol](image)

![Fig. 7. Captured data traffic in LTE network; GTP protocol](image)

### B. Enabling QoS for H2H Traffic in Created Model

The support of QoS for VoIP data traffic (originated from WiFi nodes (UEs)) was implemented on MTCG node. The situation with and without the implemented QoS features is depicted in Fig. 8.

![Fig. 8. Implemented QoS features on MTCG node](image)

The values of delay were originally for H2H traffic (VoIP) 4123 ms and 40 ms for M2M traffic. It is clearly visible that without the implemented QoS, the VoIP services can not be used with respect to fulfill users expectation. Therefore, the QoS was implemented on MTCG node and the delay decreased to 780 ms (this means an improvement of 81.08 % in comparison with the original delay for VoIP).

---

2The specifications of sensors manufacturers Bonega [27], WepTech [28], Pikkerton [29], and ZPA [30] were implemented and evaluated.
VI. CONCLUSION

M2M communications represent an emerging technology which illustrates the principles of the IoT. Therefore, it has gained an increasing attention in LTE / LTE-A cellular network design. In this paper, we give the overview of the required network architectural improvements with the description of the various transmission schemes / types for MTCDs. We chose the multihop transmission from described transmission schemes, see Fig. 4. This type can be represented by the MTCG node which acts as a hybrid node between several heterogeneous networks. In this paper we implemented three types of networks: WiFi, Wireless M-BUS and LTE. Between these networks the MTCG node was deployed in a role of the bridge where the incoming data traffic is routed towards the destination node (e.g. a remote server located in Internet).

The implementation was done using the simulation environment NS-3 with the LENA framework, see section III]. The simulation results, see section V, confirm the correct handling of data traffic with respect to meet the QoS and QoE requirements for the H2H traffic in case when the M2M services are deployed in parallel with the H2H. Although we have achieved an improvement of delay of 84 % (from 4123 ms to 780 ms) for VoIP services, it is evident that further investigation of aggregation scheme on MTCG node is still needed.
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